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Abstract. A classical result in ergodic theory says that there always exists a
topological model for any factor map π : (X,X , µ, T ) → (Y,Y, ν, S) of ergodic

systems. That is, there is some topological factor map π̂ : (X̂, T̂ ) → (Ŷ , Ŝ) and
invariant measures µ̂, ν̂ such that the diagram

(X,X , µ, T )
φ−−−−→ (X̂, X̂ , µ̂, T̂ )

π

y yπ̂
(Y,Y, ν, S)

ψ−−−−→ (Ŷ , Ŷ, ν̂, Ŝ)

is commutative, where φ and ψ are measure theoretical isomorphisms. In this
paper, we show that one can require that in above result π̂ is either weakly mixing
or finite-to-one. Also we present some related questions in the paper.

1. Introduction

In ergodic theory a natural question is how to endow a given measurable system
with a “nice” topological structure without destroying the original measurable struc-
ture. This kind of topological structure is called topological model or realization. To
be precise, one has the following definition.

Definition 1.1. Let (X,X , µ, T ) be a measurable system. We say that the system

(X̂, X̂ , µ̂, T̂ ) is a topological model (or just a model) for (X,X , µ, T ) if (X̂, T̂ ) is a
topological system, and there is some invariant measure µ̂ such that the systems
(X,X , µ, T ) and (X̂, X̂ , µ̂, T̂ ) are measure theoretically isomorphic.

In general, one has the definition of topological model for a factor map between
measurable systems.

Definition 1.2. Let π : (X,X , µ, T ) → (Y,Y , ν, S) be a factor map between two

measurable systems. We say that π̂ : (X̂, T̂ ) → (Ŷ , Ŝ) is a topological model for
π : (X,X , µ, T ) → (Y,Y , ν, S) when π̂ is a topological factor map and there exist
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invariant measures µ̂ and ν̂ such that the diagram

(X,X , µ, T )
φ−−−→ (X̂, X̂ , µ̂, T̂ )

π

y yπ̂
(Y,Y , ν, S)

ψ−−−→ (Ŷ , Ŷ , ν̂, Ŝ)

is commutative (i.e. π̂ ◦ φ = ψ ◦ π), where φ and ψ are measure theoretical isomor-
phisms.

A classical result in ergodic theory says that for each factor map π : (X,X , µ, T )→
(Y,Y , ν, S) of ergodic systems there is a factor map π̂ : (X̂, T̂ ) → (Ŷ , Ŝ) of Cantor
systems such that π̂ is a model for π (see [3, Theorem 5.15] or [6, Chapter 2]). A
natural question is whether one can add additional properties to π̂.

For example, a consequence of a striking result by Furstenberg and Weiss [4]
is that each factor map between two non-periodic ergodic systems has an almost
one-to-one model. In this paper, we show that each factor map of two ergodic
systems has a model which is either weakly mixing or finite-to-one. A factor map
π : (X,T )→ (Y, S) between two topological systems is called (topologically) weakly
mixing if (Rπ, T × T |Rπ) is transitive, where Rπ = {(x, y) ∈ X2 : π(x) = π(y)}. For
a natural number N , π is N-to-1 if Card π−1(π(x)) = N for each x ∈ X.

The notion of weakly mixing extension is important both in ergodic theory and
topological dynamics. For example, in ergodic theory, Furstenberg structure theo-
rem [3] says that each ergodic system is a (measurable) weakly mixing extension of
a (measurable) distal system. And in topological dynamics, the structure theorem
of minimal flows [2, 13, 16] says that the class of minimal flows is the smallest class
of flows containing the trivial flow and closed under (a) homomorphisms, (b) inverse
limits, and (c) three “building blocks”: isometric extensions, proximal extensions
and weakly mixing extensions. One can find properties on weakly mixing extensions
in [5, 8, 13, 16], and constructions of weakly mixing extensions in [7].

To be precise, here is our main result:

Theorem 1.3. Let π : (X,X , µ, T )→ (Y,Y , ν, T ) be a factor map with (X,X , µ, T )
ergodic, and let µ =

∫
y∈Y µydν(y) be the disintegration of µ over ν. Then one of the

following statements holds:

(1) if µy is non-atomic for ν-a.e. y ∈ Y , then there is a weakly mixing factor

map π̂ : (X̂, T̂ )→ (Ŷ , Ŝ) which is a model for π : X → Y .
(2) if µy is atomic for ν-a.e. y ∈ Y , then there is a N-to-1 factor map π̂ :

(X̂, T̂ )→ (Ŷ , Ŝ) which is a model for π : X → Y , where N ∈ N.

Remark 1.4. In this remark we explain why there are only two possibilities. It is
easy to show that p : X → R, x 7→ µπ(x)({x}) is measurable and invariant. By the
ergodicity, we have p is a constant function. Then we have two cases. The first is
when p = 0 so that µy is non-atomic for ν-a.e. y ∈ Y . The second case is when
p > 0 so that µy is atomic for ν-a.e. y ∈ Y . For more details, please see the proof
of Roklin skew theorem in [6, Page 70].
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When Y is trivial, one has the following corollary immediately: Each non-periodic
ergodic system has a weakly mixing model. Note that this corollary is a known result.
In fact Lehrer [11] showed a much stronger result: Every non-periodic ergodic system
has a uniquely ergodic and topologically mixing model.

A more interesting question is as follows, which is a generalization of Weiss’s
theorem on relatively uniquely ergodic models in [17, 18].

Question 1.5. In Theorem 1.3, can one require (X̂, T̂ ) to be uniquely ergodic?

We believe that above question has a positive answer, but we could not prove it
yet. In Section 4, we will present more related questions.

We organize the paper as follows: in Section 2, we give the basic definitions and
facts used in the paper. We prove the main result Theorem 1.3 in Section 3. In the
final section, we will discuss unique ergodicity and present some related questions.

Acknowledgments: We would like to thank Prof. Wen Huang and Xiangdong Ye
for very useful suggestions. We thank the referee for the very careful reading which
helped us to improve the writing of the paper and simplify some proofs, especially
Lemma 3.6.

2. Preliminaries

In this section we introduce some notations used in this paper. For more details,
please refer to [3, 6].

2.1. A measurable system is a quadruple (X,X , µ, T ) where (X,X , µ) is a Lebesgue
probability space and T : X → X is an invertible measure preserving transformation.
A measurable system is ergodic if all the T -invariant sets have measure either 0 or 1.
For an ergodic system, either the space X consists of a finite set of points on which
µ is equidistributed, or the measure µ is atom-less. In the first case the system is
called periodic, and it is called non-periodic in the latter.

A homomorphism (or called factor map) from (X,X , µ, T ) to a system (Y,Y , ν, S)
is a measurable map π : X0 → Y0, where X0 is a T -invariant subset of X and Y0
is an S-invariant subset of Y , both of full measure, such that π∗µ = µ ◦ π−1 = ν
and S ◦ π(x) = π ◦ T (x) for x ∈ X0. When we have such a homomorphism we say
that the system (Y,Y , ν, S) is a factor of the system (X,X , µ, T ). If the factor map
π : X0 → Y0 can be chosen to be bijective, then we say that the systems (X,X , µ, T )
and (Y,Y , ν, S) are (measure theoretically) isomorphic. A factor can be characterized
(modulo isomorphism) by π−1(Y), which is a T -invariant sub-σ-algebra of X .

2.2. A topological dynamical system is a pair (X,T ), where X is a compact metric
space and T : X → X is a homeomorphism. A topological system (X,T ) is transitive
if there exists some point x ∈ X whose orbit O(x, T ) = {T nx : n ∈ Z} is dense in X.
The system is minimal if the orbit of any point is dense in X. (X,T ) is topologically
weakly mixing if the product system (X ×X,T × T ) is transitive.
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A factor of a topological system (X,T ) is another topological system (Y, S) such
that there exists a continuous and onto map φ : X → Y satisfying S ◦ φ = φ ◦ T . In
this case, (X,T ) is called an extension of (Y, S). The map φ is called a factor map.

2.3. Let (X,X , µ, T ) be a measurable system. A partition α of X is a family of
disjoint measurable subsets of X whose union is X. Let α and β be two partitions
of (X,X , µ, T ). One says that α refines β, denoted by α � β or β ≺ α, if each
element of β is a union of elements of α.

Let α and β be two partitions. Their join is the partition α ∨ β = {A ∩ B : A ∈
α,B ∈ β} and extend this definition naturally to a finite number of partitions. For
m ≤ n, define

αnm =
n∨

i=m

T−iα = T−mα ∨ T−m+1α . . . ∨ T−nα,

where T−iα = {T−iA : A ∈ α}.

2.4. Let (X,X , µ, T ) be an ergodic system and α = {Aj}1≤j≤l a finite partition
(we usually assume µ(Aj) > 0 for all j). We sometimes think of the partition α as a
function ξ0 : X → Σ = {1, 2, . . . , l} defined by ξ0(x) = j for x ∈ Aj. The pair (X,α)
is traditionally called a process. Let Ω = Ω(l) = {1, 2, . . . , l}Z and let S be the shift.
One can define a homomorphism φα from X to Ω, given by φα(x) = ω ∈ Ω, where

ωn = ξn(x) = ξ0(T
nx), n ∈ Z.

We denote the distribution of the stochastic process, (φα)∗(µ), by ρ = ρ(X,α) and
call it the symbolic representation measure of (X,α). Let

Xα = supp(φα)∗µ = suppρ.

Then we get a homomorphism φα : (X,X , µ, T ) → (Xα,Xα, ρ, S). This homomor-
phism is called the symbolic representation of the process (X,α). This will not be
a model for (X,X , µ, T ) unless

∨∞
i=−∞ T

−iα = X modulo null sets, but in any case
this does give a model for a non-trivial factor of X.

2.5. For the set of all finite partitions with the same cardinality, there is a complete
metric.

Definition 2.1. Let (X,X , µ, T ) be a system. Let α = {A1, . . . , Al} and β =
{B1, . . . , Bl} be two l-set partitions (l ≥ 2), define

dµpart(α, β) = µ(α∆β) =
1

2

l∑
j=1

µ(Aj∆Bj).

Note that dµpart(α, β) will be different when the partitions are indexed in different
ways.



RELATIVELY WEAKLY MIXING MODELS FOR DYNAMICAL SYSTEMS 5

3. Proof of Theorem 1.3

In this section, we will prove our main result Theorem 1.3. First we show the
difficult case: where the elements of the disintegration are non-atomic. Then we
deal with the other case.

3.1. Weakly mixing extensions. In this subsection we prove the first part of
Theorem 1.3. That is, we will show the following result.

Proposition 3.1. Let π : (X,X , µ, T )→ (Y,Y , ν, S) be a factor map with (X,X , µ, T )
ergodic and let µ =

∫
y∈Y µydν(y) be the disintegration of µ over ν. If µy is non-

atomic for ν-a.e. y ∈ Y , then there is a weakly mixing factor map π̂ : X̂ → Ŷ which
is a model for π : X → Y .

(X,X , µ, T )
φ−−−→ (X̂, X̂ , µ̂, T̂ )

π

y π̂

y
(Y,Y , ν, S)

ψ−−−→ (Ŷ , Ŷ , ν̂, Ŝ)

Before going on, we need some preparations. Let (Y,Y , ν, S) be a factor of
(X,X , µ, T ). One can identify L2(Y,Y , ν) with the subspace L2(X, π−1(Y), µ) of
L2(X,X , µ) via f 7→ f ◦ π. By using this identification it is possible to define the
projection of L2(X,X , µ) into L2(Y,Y , ν): f 7→ E(f |Y). The conditional expecta-
tion E(f |Y) is characterized as the unique Y-measurable function in L2(Y,Y , ν) such
that

(3.1)

∫
Y

gE(f |Y)dν =

∫
X

g ◦ πfdµ

for all g ∈ L2(Y,Y , ν).
The disintegration of µ over ν is given by a measurable map y 7→ µy from Y to

the space of probability measures on X such that

(3.2) E(f |Y)(y) =

∫
X

fdµy

ν-almost everywhere.
The self-joining of (X,X , µ, T ) relatively independent over the factor (Y,Y , ν, S)

is the system (X ×X,X ×X , µ×Y µ, T × T ), where the measure µ×Y µ is defined
by

(3.3) (µ×Y µ)(B) =

∫
Y

µy × µy(B)dν(y), ∀B ∈ X × X .

This measure is characterized by

(3.4)

∫
X×X

f1 ⊗ f2dµ×Y µ =

∫
Y

E(f1|Y)E(f2|Y)dν

for all f1, f2 ∈ L2(X,X , µ), where f1 ⊗ f2(x1, x2) = f1(x1)f2(x2).
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Definition 3.2. Let π : (X,X , µ, T ) → (Y,Y , ν, S) be a factor map. Let α and β
be finite partitions of X and Y respectively with α � β. Let

α = {A1
1, . . . , A

s1
1 , A

1
2, . . . , A

s2
2 , . . . , A

1
k, . . . , A

sk
k }, β = {B1, B2, . . . , Bk}, Bi =

si⋃
j=1

Aji .

α is called 1-weakly mixing with respect to β if for any U, V ∈ {Atm × Atn : 1 ≤ t ≤
k, 1 ≤ m,n ≤ st}, there exists some l such that

µ×Y µ(T lU ∩ V ) > 0.

Let m ∈ N. A partition α is called m-weakly mixing with respect to β if αm−1−(m−1) =∨m−1
r=−(m−1) T

−rα is 1-weakly mixing with respect to βm−1−(m−1) =
∨m−1
r=−(m−1) S

−rβ.

A partition α is called weakly mixing with respect to β if for any m ∈ N, α is
m-weakly mixing with respect to β.

Remark 3.3. By a classical abuse of terminology we denote by the same letter the
σ-algebra Y and its inverse image by π. In other words, if (Y,Y , ν, S) is a factor of
(X,X , µ, T ), we think of Y as a sub-σ-algebra of X . Hence in Definition 3.2, α � β
means that α � π−1(β).

By definitions it is easy to verify the following result.

Proposition 3.4. Let π : (X,X , µ, T ) → (Y,Y , ν, S) be a factor map. Let α be a
finite partition of X and β be a finite partition of Y with α � β. Then the symbolic
representation Xα of α is an extension of the symbolic representation Yβ of β.

Let π̂ be the factor map from Xα to Yβ. Then π̂ is weakly mixing if α is weakly
mixing with respect to β.

The following result is the famous Rohlin Lemma, please refer to [6, 18] for a
proof.

Theorem 3.5 (Rohlin Lemma). Let (X,X , µ, T ) be a non-periodic ergodic system,
N a positive integer and ε > 0, then there exists a subset B such that the sets B,
T−1B, . . ., T−(N−1)B are pairwise disjoint and µ(

⋃N−1
j=0 T

−jB) > 1− ε.

To prove Proposition 3.1, we need a generalization of Rohlin Lemma.

Lemma 3.6. Let (X,X , µ, T ) be a non-periodic ergodic system. For each B ∈ X
with µ(B) > 0 and each n ∈ N, one can find a subset B̂ ⊂ B and c = c(n) > 0 such

that B̂, T−1B̂, . . . , T−(n−1)B̂ are pairwise disjoint, and µ(B̂) ≥ cµ(B).

Recall that two sets C,D being disjoint means that µ(C ∩D) = 0.

Proof. Let N > 4n
µ(B)

, ε < µ(B)
4

. By Theorem 3.5, there is a subset C such that C,

T−1C, . . ., T−(N−1)C are pairwise disjoint and µ(
⋃N−1
j=0 T

−jC) > 1 − ε. Refine the

tower {C, T−1C, . . . , T−(N−1)C} according to the partition {B,X \B}. That is, we
have a partition {C1, . . . , Cm} of C such that for each 1 ≤ i ≤ m, either T−jCi ⊂ B
or T−jCi ⊂ X \B for all 0 ≤ j ≤ N − 1.
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Let i ∈ {1, . . . ,m}. Define n1,i = min{k : 0 ≤ k ≤ N − 1− n, T−kCi ⊂ B} if this
set is not empty. Inductively, for j ≥ 2, if {k : nj−1,i+n ≤ k ≤ N−1−n, T−kCi ⊂ B}
is empty, then we are done; if not, then let

nj,i = min{k : nj−1,i + n ≤ k ≤ N − 1− n, T−kCi ⊂ B}.
Thus we have a finite set {n1,i, . . . , nsi,i} for each i ∈ {1, . . . ,m}.

Let

B̂ =
m⋃
i=1

si⋃
j=1

T−nj,iCi.

By the construction, B̂, T−1B̂, . . . , T−(n−1)B̂ are pairwise disjoint. Notice that

B ⊂
( n−1⋃
j=0

T−jB̂
)
∪ (

N−1⋃
j=N−n

T−jC) ∪ (X \
N−1⋃
j=0

T−jC).

Hence

µ(B) < nµ(B̂) + nµ(C) + ε < nµ(B̂) +
n

N
+ ε < nµ(B̂) +

1

4
µ(B) +

1

4
µ(B).

Then we have µ(B̂) > cµ(B), where c = c(n) = 1
2n

. �

Remark 3.7. From the proof of Lemma 3.6, c = c(n) = 1
2n

is independent of B.

We need the following generalization of Lemma 3.6.

Lemma 3.8. Let (X,X , µ, T ) be a non-periodic ergodic system. Let B1, B2, . . .,
Bk be k measurable sets with min1≤i≤k{µ(Bi)} = d > 0 (we do not assume that
B1, B2, . . ., Bk are pairwise disjoint). Then for arbitrary n, there are subsets

B̂i ⊂ Bi,∀i ∈ {1, 2, . . . , k}, such that

B̂1, T
−1B̂1, . . . , T

−(n−1)B̂1, B̂2, T
−1B̂2, . . . , T

−(n−1)B̂2 . . . , B̂k, T
−1B̂k, . . . , T

−(n−1)B̂k

are pairwise disjoint, and min1≤i≤k{µ(B̂i)} ≥ cd, where c = c(k, n) > 0 is a constant.

Proof. We make the induction for k. Case k = 1 follows from Lemma 3.6. Assume
the lemma is right for k − 1, and now we consider the case of k.

We use inductive assumption on {B1, B2, . . . , Bk−1}. Then there are k−1 subsets
Ci ⊂ Bi, 1 ≤ i ≤ k − 1, such that

C1, T
−1C1, . . . , T

−(n−1)C1, . . . , Ck−1, T
−1Ck−1, . . . , T

−(n−1)Ck−1

are pairwise disjoint, and min1≤i≤k−1{µ(Ci)} ≥ c1dk−1, where c1 = c1(k − 1, n) > 0
and dk−1 = min1≤i≤k−1{µ(Bi)}. For Bk, by Lemma 3.6 there is a subset Ck ⊂ Bk

and c2 = c2(n) > 0 such that Ck, T
−1Ck, . . . , T

−(n−1)Ck are pairwise disjoint and
µ(Ck) ≥ c2µ(Bk). The problem is that Ck, T

−1Ck, . . . , T
−(n−1)Ck may intersect the

elements from C1, T
−1C1, . . . , T

−(n−1)C1, . . . , Ck−1, T
−1Ck−1, . . . , T

−(n−1)Ck−1. We
should deal with this problem to get what we need.

Let

Aij = T−iCj ∩ Ck, Aij = Cj ∩ T−iCk, 0 ≤ i ≤ n− 1, 1 ≤ j ≤ k − 1,
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and
Ak = Ck \ (

⋃
0≤i≤n−1,1≤j≤k−1

(Aij ∪ T iAij)).

Each two elements in {Aij, Ak}0≤i≤n−1,1≤j≤k−1 are disjoint since Lemma 3.6 and the
inductive assumption.

For each Aij, find a subset Dij ⊂ Aij with µ(Dij) = µ(Aij)/2. Also find a subset
Dij ⊂ Aij with µ(Dij) = µ(Aij)/2. Notice that A0j = A0j, so one may assume that
D0j = D0j. Let

B̂j = Cj \ (
n−1⋃
i=0

(T iDij ∪Dij)), 1 ≤ j ≤ k − 1,

and let
B̂k = Ak ∪ (

⋃
0≤i≤n−1,1≤j≤k−1

(Dij ∪ T iDij)).

Let

A =
k−1⋃
j=1

n−1⋃
i=0

(T iAij ∪ Aij), D =
k−1⋃
j=1

n−1⋃
i=0

(T iDij ∪Dij),

then µ(A) = 2µ(D). And µ(A ∩ Cj) = 2µ(D ∩ Cj), for 1 ≤ j ≤ k − 1. Notice that

Cj =
(
Cj \ A

)
∪
(
D ∩ Cj

)
∪
(
(A \D) ∩ Cj

)
, 1 ≤ j ≤ k − 1,

and
B̂j =

(
Cj \ A)

)
∪
(
(A \D) ∩ Cj

)
, 1 ≤ j ≤ k − 1.

Then for d = min1≤j≤k{µ(Bj)},

µ(B̂j) ≥ µ(Cj)/2 ≥ c1dk−1/2 ≥ c1d/2, 1 ≤ j ≤ k − 1.

And
µ(B̂k) ≥ µ(Ck)/2 ≥ c2µ(Bk)/2 ≥ c2d/2.

Hence min1≤i≤k{µ(B̂i)} ≥ cd, where c = min{1
2
c1,

1
2
c2} = c(k, n).

Now we prove {B̂1, B̂2, . . . , B̂k} satisfies the condition. We only need to consider

T−j1B̂i ∩ T−j2B̂k, 1 ≤ i ≤ k − 1, 0 ≤ j1, j2 ≤ n− 1.
If j1 ≤ j2, µ(T−j1B̂i ∩ T−j2B̂k) = µ(B̂i ∩ T−(j2−j1)B̂k). First notice that B̂i ∩

T−(j2−j1)B̂k ⊂ Ai(j2−j1). By the construction we have that

Di(j2−j1) ∩ B̂i = ∅, Di(j2−j1) ⊂ T−(j2−j1)B̂k,

and
Ai(j2−j1) \Di(j2−j1) ⊂ B̂i, (Ai(j2−j1) \Di(j2−j1)) ∩ T−(j2−j1)B̂k = ∅.

Then

µ(B̂i ∩ T−(j2−j1)B̂k) = µ((B̂i ∩ A) ∩ (T−(j2−j1)B̂k ∩ A)) ≤ µ((A \D) ∩D) = 0.

If j1 > j2, then µ(T−j1B̂i ∩ T−j2B̂k) = µ(T−(j1−j2)B̂i ∩ B̂k). Similarly one can

show that µ(T−(j1−j2)B̂i ∩ B̂k) = 0 by the construction of Di(j1−j2). �
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Remark 3.9. By Remark 3.7 and the proof of Lemma 3.8, one can see that c(k, n)
may be chosen as c(k, n) = 1

2k+1n
, which is independent of B1, B2, . . ., Bk.

Finally we need a lemma by Rohlin.

Lemma 3.10. [14, Lemma 3′, No.3 of §4] Let µ =
∫
y∈Y µydν(y) be the disintegration

of µ over ν. Suppose that µy is non-atomic for ν-a.e. y ∈ Y . If B is a measurable
set of X with µy(B) ≥ r > 0 for ν-a.e. y ∈ Y , then for any 0 ≤ θ ≤ r there exists
a measurable set Bθ such that Bθ ⊆ B and µy(Bθ) = θ for ν-a.e. y ∈ Y .

The following proposition is the key to the proof of Proposition 3.1.

Proposition 3.11. Let π : (X,X , µ, T ) → (Y,Y , ν, S) be a factor map. Let µ =∫
y∈Y µydν(y) be the disintegration of µ over ν, and assume that µy is non-atomic

for ν-a.e. y ∈ Y .
Given a finite partition β of Y and an arbitrary finite partition α̂ of X which

refines β, for any ε > 0 there is a partition α of X satisfying

(1) α � β;
(2) dµpart(α, α̂) < ε;
(3) α is weakly mixing with respect to β.

Proof. Step 1: Since α̂ � β, let

α̂ = {A1
1, . . . , A

s1,1 , A1
2, . . . , A

s1,2
2 , . . . , A1

k1
, . . . , A

s1,k1
k1
}, β = {B1, B2, . . . , Bk1}, Bi =

s1,i⋃
j=1

Aji .

Let t1 = max{s1,1, . . . , s1,k1}.
Since S is ergodic, for each Bi, Bj (i, j ∈ {1, . . . , k1}) there is some lij such that

ν(Bi ∩ SlijBj) > 0. Let λ1 = min1≤i,j≤k1{ν(Bi ∩ SlijBj)}.
We need the following fact: for each B ∈ Y ,

µ×Y µ(π−1(B)× π−1(B)) = ν(B).

It follows from this that

µ×Y µ(π−1(B)× π−1(B)) =

∫
Y

µy(π
−1(B))µy(π

−1(B))dν(y),

and µy(π
−1(B)) = 1 when y ∈ B, µy(π

−1(B)) = 0 when y ∈ Y \B.

We will use the following claim frequently.

Claim: For each B ∈ Y , one can find C,D ⊆ π−1(B) such that

(3.5) µ×Y µ(C ×D) ≥ 1

9
v(B) and C ∩D = ∅.

Proof of Claim: By Lemma 3.10, there is C ⊂ π−1(B) such that 1
2
≥ µy(C) ≥ 1

3
for

y ∈ B. Then by Lemma 3.10 again, there is D ⊂ π−1(B) \ C such that µy(D) ≥ 1
3

for y ∈ B. Hence we have

µ×Y µ(C ×D) =

∫
B

µy(C)µy(D)dν(y) ≥ 1

9
ν(B).
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The proof of Claim is completed.

Now for each i, j ∈ {1, . . . , k1}, by Lemma 3.8 there are t41 disjoint subsets B~s
ij ⊂

Bi ∩ SlijBj ∈ Y , where ~s = (s1, s2, s3, s4) ∈ {1, . . . , t1}4, such that:

(1) Each two elements in {B~s
ij, S

−lijB~s′
ij}i,j,~s,~s′ are disjoint.

(2)

0 < ν(B~s
ij) < min{ λ1

2t41
,

ε

24k21t
4
1

},

for all i, j ∈ {1, . . . , k1}, ~s ∈ {1, 2 . . . , t1}4.
(3) Choose ε1 > 0 such that 9ε1 < ν(B~s

ij) for all i, j, ~s.

By Claim there are subsets C~s
ij, D

~s
ij ⊂ π−1(B~s

ij) such that C~s
ij ∩D~s

ij = ∅ and

(3.6) µ×Y µ(C~s
ij ×D~s

ij) ≥
1

9
ν(B~s

ij) > ε1.

Now we modify the partition α̂. Let

K1 =
⋃
i,j,~s

(
C~s
ij ∪D~s

ij ∪ T−lijC~s
ij ∪ T−lijD~s

ij

)
Change Asi of α̂ to A′si as follows:

A′
s
i = (Asi \K1)∪

( ⋃
s1=s

1≤m≤k1

C~s
im

)
∪
( ⋃

s2=s
1≤m≤k1

D~s
im

)
∪
( ⋃

s3=s
1≤n≤k1

T−lniC~s
ni

)
∪
( ⋃

s4=s
1≤n≤k1

T−lniD~s
ni

)
Then we have a new partition α̂1 = {A′11, . . . , A′

s1,1
1 , A′12, . . . , A

′s1,2
2 , . . . , A′1k1 , . . . , A

′s1,k1
k1
},

which also refines β. We have that dµpart(α̂, α̂1) < ε/6, since

µ(K1) < 4k21t
4
1 max
i,j,~s

ν(B~s
ij) <

ε

6
.

By the construction, for each ~s = (s1, s2, s3, s4) and each i, j ∈ {1, . . . , k} one has
that

A′
s1
i × A′

s2
i ∩ (T × T )lij(A′

s3
j × A′

s4
j ) ⊃ C~s

ij ×D~s
ij.

And by (3.6)

µ×Y µ(A′
s1
i × A′

s2
i ∩ (T × T )lij(A′

s3
j × A′

s4
j )) ≥ µ×Y µ(C~s

ij ×D~s
ij) > ε1 > 0.

In particular, α̂1 is 1-weakly mixing with respect to β.

By induction, we have a sequence of partitions α̂0 = α̂, α̂1, . . . , α̂n−1 of X, and a
sequence of positive numbers ε0 = ε, ε1, . . . , εn−1 such that for each i ∈ {1, . . . , n−1}

(1i) α̂i � β, 0 < εi <
εi−1

100
;

(2i) d
µ
part(α̂i−1, α̂i) <

εi−1

6
;
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(3i) For each A1, A2, A3, A4 ∈ (α̂i)
i−1
−(i−1) =

∨i−1
t=−(i−1) T

−tα̂i with A1, A2 and A3, A4

being subsets of the same element of βi−1−(i−1) =
∨i−1
t=−(i−1) S

−tβ respectively,

there is some l such that

µ×Y µ
(
A1 × A2 ∩ (T l × T l)(A3 × A4)

)
> εi.

In particular, α̂i is i-weakly mixing with respect to β.

Step n: Now let us construct α̂n. Since α̂n−1 � β, we have (α̂n−1)
n−1
−(n−1) � βn−1−(n−1).

Let

βn−1−(n−1) = {F1, F2, . . . , Fkn}, (α̂n−1)
n−1
−(n−1) = {E1

1 , . . . , E
sn,1
1 , E1

2 , . . . , E
sn,2
2 , . . . , E1

kn , . . . , E
sn,kn
kn
}

such that Fi =
⋃sn,i
j=1E

j
i , 1 ≤ i ≤ kn. Let tn = max{sn,1, . . . , sn,kn}.

Since Y is ergodic, for each Fi, Fj (i, j ∈ {1, . . . , kn}) there is some hij such that
ν(Fi ∩ ShijFj) > 0. Let λn = min1≤i,j≤kn{ν(Fi ∩ ShijFj)}.

Now for each i, j ∈ {1, . . . , kn}, according to Lemma 3.8, there are t4n disjoint
subsets F ~s

ij ⊂ Fi ∩ ShijFj ∈ Y , where ~s = (s1, s2, s3, s4) ∈ {1, 2 . . . , tn}4, such that:

(1) Each two elements in {S−tF ~s
ij, S

−hij−tF ~s′
ij : −(n− 1) ≤ t ≤ n− 1, i, j, ~s} are

disjoint.
(2)

0 < ν(F ~s
ij) < min{ λn

2c(kn, n)t4n
,

εn−1
24(2n− 1)k2nt

4
n

} < εn−1
24

,

for all i, j ∈ {1, . . . , kn}, ~s ∈ {1, 2 . . . , tn}4, where c(kn, n) is a constant as in
Lemma 3.8.

(3) Choose εn > 0 such that 9εn < ν(F ~s
ij) for all i, j, ~s.

By Claim for all i, j ∈ {1, . . . , kn} and ~s ∈ {1, . . . , tn}4 there are G~s
ij, H

~s
ij ⊂

π−1(F ~s
ij) such that G~s

ij ∩H~s
ij = ∅ and

(3.7) µ×Y µ(G~s
ij ×H~s

ij) ≥
1

9
ν(F ~s

ij) > εn.

Now we modify the partition α̂n−1 = {U1, U2, . . . , Up} to α̂n = {U ′1, U ′2, . . . , U ′p},
where p =

∑k
i=1 s1,i since all α̂i have the same cardinality. Let

Kn =
⋃

i,j,−(n−1)≤t≤n−1,~s

(
T−t(G~s

ij ∪H~s
ij) ∪ T−hij−t(G~s

ij ∪H~s
ij)
)

To get α̂n, we cut Kn away from every element of α̂n−1 to get a set {U1 \Kn, U2 \
Kn, . . . , Up \Kn}. Then we add some suitable elements from{

T−tG~s
ij, T

−tH~s
ij, T

−hij−tG~s
ij, T

−hij−tH~s
ij

}
i,j,−(n−1)≤t≤n−1,~s

to each Uj \Kn such that the resulting sets meet our needs.
For each i ∈ {1, . . . , kn} and s ∈ {1, . . . , sni }, Es

i ∈ (α̂n−1)
n−1
−(n−1) has a {1, 2, . . . , p}2n−1

name with respect to α̂n−1. Denote it by (d−(n−1), d−(n−2), . . . , dn−1). That is

Es
i = T n−1Ud−(n−1)

∩ T n−2Ud−(n−2)
∩ . . . ∩ T−(n−1)Udn−1 .
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Then for each −(n − 1) ≤ u ≤ n − 1, if du = j, we add the following set to
Uj \Kn:( ⋃

s1=s
1≤r≤kn

T uG~s
ir

)
∪
( ⋃

s2=s
1≤r≤kn

T uH~s
ir

)
∪
( ⋃

s3=s
1≤t≤kn

T u−htiG~s
ti

)
∪
( ⋃

s4=s
1≤t≤kn

T u−htiH~s
ti

)
That is, for the resulting partition α̂n = {U ′1, U ′2, . . . , U ′p}, we have

(Uj \Kn) ∪
( ⋃

s1=s
1≤r≤kn

T uG~s
ir

)
∪
( ⋃

s2=s
1≤r≤kn

T uH~s
ir

)
∪
( ⋃

s3=s
1≤t≤kn

T u−htiG~s
ti

)
∪
( ⋃

s4=s
1≤t≤kn

T u−htiH~s
ti

)
⊂ U ′j.

(3.8)

Now we show the partition α̂n = {U ′1, U ′2, . . . , U ′p} is what we need. First notice

that dµpart(α̂n−1, α̂n) <
εn−1

6
, since

µ(Kn) < 4(2n− 1)k2nt
4
n max
i,j,~s

ν(F ~s
ij) <

εn−1
6
.

Let
(α̂n)n−1−(n−1) = {E ′11, . . . , E ′

sn,1
1 , E ′

1
2, . . . , E

′sn,2
2 , . . . , E ′

1
kn , . . . , E

′sn,kn
kn
},

where E ′si has the same {1, . . . , p}n name with Es
i for each i ∈ {1, . . . , kn} and

s ∈ {1, 2, . . . , sn,i}. Denote the name of E ′si by (d−(n−1), d−(n−2), . . . , dn−1). Then by
(3.8), we have( ⋃

s1=s
1≤r≤kn

G~s
ir

)
∪
( ⋃

s2=s
1≤r≤kn

H~s
ir

)
∪
( ⋃

s3=s
1≤t≤kn

T−htiG~s
ti

)
∪
( ⋃

s4=s
1≤t≤kn

T−htiH~s
ti

)
⊂ T n−1U ′d−(n−1)

∩ T n−2U ′d−(n−2)
∩ . . . ∩ T−(n−1)U ′dn−1

= E ′
s
i .

Thus for each i, j ∈ {1, . . . , kn}, s1, s2 ∈ {1, . . . , sn,i} and s3, s4 ∈ {1, . . . , sn,j}, we
have

E ′
s1
i × E ′

s2
i ∩ (T × T )hij(E ′

s3
j × E ′

s4
j ) ⊃ G~s

ij ×H~s
ij,

where ~s = (s1, s2, s3, s4). Hence

µ×Y µ(E ′
s1
i × E ′

s2
i ∩ (T × T )hij(E ′

s3
j × E ′

s4
j ))

≥ µ×Y µ(G~s
ij ×H~s

ij) > εn > 0.

That is, α̂n satisfies conditions (1n), (2n) and (3n), and we finish our induction.

To sum up, we have a sequence of partitions {α̂n}∞n=1 of X, and a sequence of
positive numbers {εn}∞n=1 satisfying conditions (1n), (2n) and (3n) for each n. Notice
that by (1n),

∑
n εn < ε/2.

By (2n), dµpart(α̂n−1, α̂n) < εn−1/6, and hence {α̂n} is a Cauchy sequence since∑
n εn < ε/2. Since dµpart is a complete metric, let α = limn α̂n. Then dµpart(α, α̂) < ε

and by (1n) α refines β. Now we show that α is weakly mixing with respect to β.
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Let n ∈ N and let A1, A2, A3, A4 ∈ αn−1−(n−1) =
∨n−1
t=−(n−1) T

−tα with A1, A2 and

A3, A4 being subsets of the same element of βn−1−(n−1) respectively. There is some

m > n such that dµpart(α̂m, α) < εn+1. Let Â1, Â2, Â3, Â4 ∈ (α̂m)n−1−(n−1) be the corre-

sponding sets of A1, A2, A3, A4 in αn−1−(n−1).

Notice that for any set K,A,B ∈ X with µ(K) < ε/6, we have

µ×Y µ((A \K)× (B \K)) > µ×Y µ(A×B)− 3µ(K) = µ×Y µ(A×B)− ε

2
.

By the construction, we have

µ×Y µ(Â1 × Â2 ∩ (T l × T l)(Â3 × Â4)) > εn −
εn
2
− . . .− εm−1

2
.

Thus

µ×Y µ(A1 × A2 ∩ (T l × T l)(A3 × A4))

> µ×Y µ(Â1 × Â2 ∩ (T l × T l)(Â3 × Â4))− 3εn+1

> εn −
εn
2
− . . .− εm−1

2
− 3εn+1 > 0,

since εj+1 <
εj
100

for arbitrary j. That means α is weakly mixing with respect to β.
The proof is completed. �

Now it is time to finish the proof of Proposition 3.1. To finish the proof, we need
use the proof of Proposition 3.11 to get an increasing sequence of required partitions
γn such that the inverse limit of the corresponding symbolic representations is what
we need. This part of the proof is standard (see, for example, [11, 15]).

Proof of Proposition 3.1. Let π : (X,X , µ, T ) → (Y,Y , ν, S) be a factor map with
(X,X , µ, T ) ergodic. Let {αn}, {βn} be two increasing sequences of partitions such
that αn � βn for all n ∈ N and σ(βn)↗ Y , σ(αn)↗ X , where σ(γ) is the σ-algebra
generated by the set γ.

For α1, we adjust α1 as in Step 1 of the proof of Proposition 3.11 to get a new
partition γ11 . We replace α2 by α2

∨
γ11 , and thus we have γ11 ≺ α2. We adjust∨1

i=−1 T
−iα2 as in Step 2 of the proof of Proposition 3.11 to get a new partition γ22 .

Inductively, we replace αn by αn
∨
γn−1n−1 , and we adjust

∨n−1
i=−(n−1) T

−iαn as in Step
n of the proof of Proposition 3.11 to get a new partition γnn .

Now we define inductively γnk for k < n. When n = 1 there is nothing to say. We
assume that we have done for n − 1 (n ≥ 2), i.e. the partitions γn−11 ≺ . . . ≺ γn−1n−1
are given.

Let k < n, αn = {A1, . . . , Aa}, γnn = {A′1, . . . , A′a} and γn−1k = {B1, . . . , Bb}. Since
αn � γn−1k , there is a function

φ : {1, . . . , b} → 2{1,...,a}\∅
such that Ax ⊂ By means x ∈ φ(y). And let

γnk = {B′1, . . . , B′a}, B′s =
⋃
t∈φ(s)

A′t.
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Hence we have partitions {γnk }n∈N,1≤k≤n via {γnn}n. Let Xn
k denote the corresponding

symbolic system of γnk . The array shows the induction.

X1
1

X2
1 X2

2

X3
1 X3

2 X3
3

... ... ... ...

Let {εn}n∈N be as appeared in the proof of Proposition 3.11. Then for k > n we
have d(γkn, γ

k−1
n ) < 1

6
εk. That means for each n, {γkn}k≥n is a Cauchy sequence. So

there is a partition γn such that γkn → γn, as k → ∞. Now we have an increasing
sequence {γn}n satisfying for each n

(a) γn � βn.
(b) dµpart(γn, αn) < 1

6

∑∞
k=n εk.

(c) γn is n-weakly mixing with respect to βn.

Let Xn = Xγn be the symbolic representation of γn. Since σ(αn) ↗ X and (b), we

have σ(γn) ↗ X . Denote π̂ : (X̂, T̂ ) → (Ŷ , Ŝ) the inverse limit of πn : (Xn, Tn) →
(Yn, Sn), where Yn = Yβn .

(X̂, T̂ )

π̂
��

// . . .

��

// (X3, T3)

π3

��

// (X2, T2)

π2

��

// (X1, T1)

π1

��
(Ŷ , Ŝ) // . . . // (Y3, S3) // (Y2, S2) // (Y1, S1)

Then π̂ : (X̂, T̂ ) → (Ŷ , Ŝ) is a model for π : (X,X , µ, T ) → (Y,Y , ν, S), and by (c)
π̂ is weakly mixing. The proof is completed. �

3.2. Finite to one extensions. In this subsection, we show the second part of
Theorem 1.3.

Proposition 3.12. Let π : (X,X , µ, T )→ (Y,Y , ν, S) be a factor map with (X,X , µ, T )
ergodic and let µ =

∫
y∈Y µydν(y) be the disintegration of µ over ν. If µy is atomic

for ν-a.e. y ∈ Y , then there is a N-to-1 extension factor map π̂ : (X̂, T̂ ) → (Ŷ , Ŝ)
which is a model for π : X → Y .

Proof. By Rohlin’s skew-product theorem, we may assume that

(X,X , µ, T ) = Y ×ω (U, ρ) = (Y × U,Y × U , ν × ρ, Tω)

and π : X → Y is the projection. Recall that ω : Y → Aut(U, ρ) is a measurable
cocycle, and

Tω(y, u) = (Sy, ω(y)u).

By our assumption in the proposition, we have that U = {1, 2, . . . , N} is a finite
set, U = 2U , and ρ({i}) = 1

N
for all i ∈ U .
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Since U is a finite set, Aut(U, ρ) is also a finite set. Assume Aut(U, ρ) = {η1, η2, . . . ηk},
and let

Ei = ω−1({ηi}) = {y ∈ Y : ω(y) = ηi(y)}, 1 ≤ i ≤ k.

Then Ei is measurable for each 1 ≤ i ≤ k and ξ = {E1, E2, . . . , Ek} is a partition of
Y .

Let {γn}n be an increasing sequence of finite partitions with σ(γn) ↗ Y . Let
βn = γn ∨ ξ. Then we also have that σ(βn) ↗ Y . Let Yn = Yβn be the symbolic

representation of βn and νn = ρ(Y, βn). Then the inverse limit Ŷ = lim←−Yn is a model

for (Y,Y , ν, S). Let pn : Y → Yn be the corresponding factor map. Now we deduce
a cocycle ωn : Yn → Aut(U) from ω. Since for each y ∈ Yn, p−1n (y) ⊂ Ej for some
j ∈ {1, . . . , k}, it is reasonable to define ωn : Yn → Aut(U) as follows:

ωn(y) = ω(z), z ∈ p−1n (y).

Y
ω //

pn

��

Aut(U)

Yn

ωn

;;wwwwwwwww

Let Xn = Yn × U , Xn = Yn × U , µn = νn × ρ, and Tωn : Xn → Xn

Tωn(y, u) = (Sy, ωn(y)u).

Since Ŷ = lim←−Yn is a model for (Y,Y , ν, S), X̂ = lim←−Xn = lim←−Yn × U is a model for

(X,X , µ, T ) = (Y × U,Y × U , ν × ρ, Tω), and the projection π̂ : X̂ → Ŷ is a model

for π : (X,X , µ, T ) → (Y,Y , ν, S). Since for each y ∈ Ŷ , π̂−1(y) = {y} × U , π̂ is a
N -to-1 extension. The proof is completed. �

4. Unique ergodicity and Questions

Theory on uniquely ergodic models plays a very important role in ergodic the-
ory and topological dynamics. In some sense it makes ergodic theory embed into
topological dynamics. Please refer to [6, 8, 17, 18] for more information on this
topic.

First recall the definition of unique ergodicity.

Definition 4.1. A topological system (X,T ) is called uniquely ergodic if there is
a unique T -invariant probability measure on X. It is called strictly ergodic if it is
uniquely ergodic and minimal.

The famous Jewett-Krieger Theorem [9, 10] says that every ergodic system has a
uniquely ergodic model. B. Weiss generalized this theorem to the relative case.

Theorem 4.2 (B. Weiss). [17] If π : (X,X , µ, T ) → (Y,Y , ν, S) is a factor map

with (X,X , µ, T ) ergodic and (Ŷ , Ŷ , ν̂, Ŝ) is a uniquely ergodic model for (Y,Y , ν, S),
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then there is a uniquely ergodic model (X̂, X̂ , µ̂, T̂ ) for (X,X , µ, T ) and a factor map

π̂ : X̂ → Ŷ which is a model for π : X → Y .

X
φ−−−→ X̂

π

y yπ̂
Y

ψ−−−→ Ŷ

It is natural to ask whether one can add some additional properties on π̂. For
example, in the absolute case, E. Lehrer [11] showed that one can strengthen Jewett-
Krieger Theorem as follows: Every ergodic system has a uniquely ergodic and topo-
logically mixing model. And in [8], lots of these kinds of results are discussed.

As to the relative case, there are not too many results. As mentioned in the Section
1, a consequence of Furstenberg-Weiss theorem [4] says that in Weiss’s theorem
(Theorem 4.2) one may require π̂ being almost one-to-one when Y is non-periodic.
Recently, Béguin, Crovisier and Le Roux showed that one can say more about π̂ in
Weiss’s theorem. For example, openness can be achieved:

Theorem 4.3 (Béguin-Crovisier-Le Roux). [1, Theorem A.2] If in Weiss’s Theorem

(Ŷ , Ŷ , ν̂, T̂ ) is a Cantor system, then π̂ can be open in addition.

As mentioned in Question 1.5, it seems reasonable to add unique ergodicity in
Theorem 1.3. We also think the following properties are reasonable to be added in
Weiss’s theorem.

Question 4.4. Is it possible to require π̂ satisfying one of following conditions in
Weiss’s theorem when Y is non-periodic and π is not measure finite-to-one:

(i) proximal and open;
(ii) weakly mixing and RIC.

Remark 4.5. (1) Recall that for a factor map π : (X,T )→ (Y, S), π is proximal
if for all x1, x2 ∈ Rπ = {(x, y) ∈ X2 : π(x) = π(y)}, x1, x2 are proximal, i.e.
lim infn d(T nx1, T

nx2) = 0; π is distal if for all x1, x2 ∈ Rπ, x1, x2 are not
proximal; and π is RIC (relatively incontractible) if it is open and for every
n > 1 the minimal points are dense in the relation

Rn
π = {(x1, . . . , xn) ∈ Xn : π(xi) = π(xj), ∀1 ≤ i ≤ j ≤ n}.

(2) In Question 4.4, the condition in (i) implies weak mixing, i.e. any open
proximal factor map of minimal systems is weakly mixing [5]. The difference
between (i) and (ii) is that in (i) the diagonal ∆X is the only minimal set of
(Rπ, T × T ), but in (ii) minimal points are dense in (Rπ, T × T ).

Note that not any dynamical properties can be added in the uniquely ergodic
models. For example, Lindernstrauss showed that every ergodic measure distal
system (X,X , µ, T ) has a minimal topologically distal model [12]. This topological
model need not, in general, be uniquely ergodic. In other words there are measure
distal systems for which no uniquely ergodic topologically distal model exists [12].
For more information please refer to [8].
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